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The present paper deals with the photophysical properties of columnar liquid crystals formed by hexakis- 
(alky1oxy)triphenylenes. Absorption and fluorescence spectra of solutions are analyzed on the basis of quantum 
chemical calculations performed by the CS-INDO-CI (conformations spectra-intermediate neglect of 
differential overlap-configuration interaction) me thd .  the absorption maximum is due to the SO - Sq transition 
while fluorescence originates from the weak SO - S1 transition. In columnar aggregates, the former transition 
corresponds to delocalized excited states while the latter corresponds to localized ones; calculation of 
intermolecular interactions shows that, at the temperature domain of the mesophases, all the molecules have 
the same excitation energy and, therefore, no spectral diffusion of the fluorescence is expected, in agreement 
with the time-resolved emission spectra. Excitation transfer is investigated by studying the fluorescence 
decays of mesophases doped with energy traps. Their analysis is made by means of Monte Carlo simulations 
considering both intracolumnar and intercolumnar jumps and using four different models for the distance 
dependence of the hopping probability. The best description is obtained with a model based on the extended 
dipole approximation and taking into account molecular orientation. 

1. Introduction 

Columnar liquid crystals are molecular materials characterized 
by a highly anisotropic structure. They are usually composed 
of disklike molecules containing a rigid core surrounded by 
equatorial flexible chains. 1-5 Their structure corresponds to 
stacks of molecular disks forming columns. The intercolumnar 
distance is 20-40 A, depending on the lateral chain length, 
while the stacking distance is less than 4.5 A. Therefore, 
interactions between neighboring molecules within the same 
column should be much stronger than interactions between 
neighboring columns. Consequently, transport phenomena 
(excitation or charge) are expected to be quasi one-dimensional. 
In this context, several papers published in the past few years 
report the photophysical and electrical properties of columnar 
mesophases . 6- 

In particular, it has been suggested that excitation energy 
transport in columnar liquid crystals can be used as a mode of 
signal transmission in molecular electronics.' l t l *  For practical 
applications of such "molecular energy guides", the temporal 
and spatial evolution of the excitation has to be elucidated. This 
aspect greatly depends on whether the excited states involved 
in the transport process are localized or delocalized. Two 
publications dealing with the dynamic behavior of excited triplet 
and singlet states assume hopping of localized excitations. They 
report that a one-dimensional random walk model gives a good 
description of the decays of the excited states recorded for 
phthalocyanine and triphenylene mesophases."-'* The fitting 
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of the experimental decays with theoretical ones provides an 
order of magnitude for the hopping time to the nearest 
neighbor: 0.4-60 ps for the phthalocyanine triplet" and ca. 
30 fs for the triphenylene singlet.'* The latter value is very 
intriguing because it corresponds to strong interactions and thus 
possibly to delocalized excited states. As a matter of fact, a 
recent study of the spectroscopic properties of the columnar 
liquid crystals formed by triaryl pyrylium salts has shown that 
delocalized excited states may exist in these systems even at 
room ternperat~re. '~J~ 

In order to obtain a better insight into the nature of the excited 
states and the energy transfer processes, we have undertaken 
an experimental and theoretical investigation of 2,3,6,7,10,11- 
hexakis(n-alky1oxy)triphenylenes (Figure 1) having different 
lateral alkyloxy chains: pentyloxy (H5T), heptyloxy (H7T), and 
nonyloxy (H9T). In their liquid crystalline phases, the stacking 
distance d is 3.6 8, while the intercolumnar distance D is 20.2, 
22.6, and 24.3 A for H5T, H7T, and H9T, respectively.16 For 
the purpose of comparison, we also studied the properties of 
the hexakis(methy1oxy) (HlT) derivative, which does not form 
any mesophase. The experimental work had one important 
limitation inherent in the examined systems: they are stable 
only at given temperature domains (69-122 "C for H5T, 69- 
93 "C for H7T, 57-78 "C for H9T). Upon cooling, crystal- 
lization occurs and all the properties of the columnar mesophases 
disappear. Therefore, it is impossible to perform low- 
temperature experiments yielding precious information about 
the questions we addressed. In order to palliate this difficulty, 
our experimental results obtained at high temperature were 
analyzed in the light of theoretical models. 

For the characterization of the excited states of the isolated 
chromophore we carried out quantum chemistry calculations 
according to the CS-INDO-CI (conformations spectra-inter- 
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Figure 1. Schematic representation of the studied (a) 2,3,6,7,10,11- 
hexakis(n-alky1oxy)triphenylenes H1T (n = I), H5T (n = 5 ) ,  H7T 
(n = 7), and H9T (n = 9), (b) 2,4,7-trinitrofluoren-9-one (TNF), and 
(c) columnar mesophases; the stacking distance is 3.6 A, and the 
intercolumnar distance is 20.2, 22.6, and 24.3 8, for H5T, H7T, and 
H9T, respectively. 

mediate neglect of differential overlap-configuration interac- 
tion) method. Within the same formalism, we especially 
focused on the determination of the interactions between 
transition moments playing a crucial role in the energy transfer 
processes. The excited states of the columnar stacks were 
calculated in the frame of the excitonic theory combined with 
quantum chemistry methods. Such a methodology, initially 
developed for columnar aggregates of ionic corn pound^,'^ gives 
the possibility to take into account complex molecular arrange- 
ments and to evaluate the influence of structural defects on the 
spectroscopic properties of organized molecular systems. The 
latter point is very important because the excitation energy of 
structural defects may be lower than that of the other molecules 
in the lattice. In that case, defect sites behave as energy traps. 

For the study of the dynamical behavior of the excitation, 
the fluorescence decays of HnT in their columnar liquid 
crystalline phases doped with an energy trap were recorded. 
Samples with various trap concentrations were examined. The 
trap used was 2,4,7-trinitrofluoren-9-one (TNF, Figure l), which 
forms charge transfer complexes with HnT and thus is inserted 
in the columnar  stack^.'^-^^ The experimental decays were 
fitted with curves obtained by Monte Carlo  simulation^?^,^^ the 
fitting parameter being the hopping time to the nearest neighbor. 
Although a great number of analytical expressions describe quite 
well transport phenomena in restricted geometries?6 it may be 
inappropriate to use them for the columnar mesophases having 
a very specific geometry. On the contrary, Monte Carlo 
simulations give the possibility to take into account various 
factors affecting the transport properties in a precise molecular 
assembly. 

The determination of the hopping time through a fitting 
procedure is an indirect method, and the result depends on the 
assumptions made in the modeling; very often quite different 
models give acceptable fittings. With this in mind, in our 
simulations, we eliminated a certain number of assumptions 
previously made in these types of studies. Instead of a one- 
dimensional transport chain,11s12 we considered a three- 
dimensional lattice in which hops not only to the nearest 
neighbors but also at long distances take place. Regarding the 
distance dependence of the hopping probability, we tested 
different models, starting from an oversimplified currently used 
pattern in which molecules are assimilated to points and moving 

to a more sophisticated one where molecular orientation and 
molecular dimensions are taken into account. 

In the present communication, the experimental results are 
presented in section 2. Section 3 deals with the analysis of the 
excited states. The results of the Monte Carlo simulations are 
shown in section 4, and the final conclusions are given in section 
5. 

2. Experimental Section 

2.1. Synthesis of the Compounds. The 2,3,6,7,10,11- 
hexakis(n-alky1oxy)triphenylenes were synthesized according to 
the well-known trimerization process of the corresponding bis- 
(alkylo~y)benzenes.~~*~~ The commonly used solvent, 70% 
sulfuric acid, was replaced by dichloromethane, thus simplifying 
the handling of the reaction mixture.28 As an example we 
describe below the synthesis of the nonyloxy derivative. 

1,ZDinonylbenzene (5 g, 13.8 mmol) was dissolved in 500 
mL of CH2C12, and 4.5 g (27.6 mmol) FeCl3 was added in small 
portions during a period of 2 h. The end of the reaction was 
monitored by thin layer chromatography (solvent CHzClzAight 
petroleum, volume ratio 3/2). After filtration of the suspension, 
the solution was concentrated by evaporation of about 400 mL 
of CH2C12. The remaining solution was diluted with the same 
volume (about 100 mL) of light petroleum. Silica gel (80 g) 
was added, and the suspension was stirred for 10 min. 
Subsequent filtration and removal of the solvents resulted in 
raw material which was purified by recrystallization, two flash 
chromatographies, and again a final recrystallization. All 
purification procedures were carried out with a CHzClzAight 
petroleum mixture (volume ratio 3/2). In this way, 3.0 g (2.8 
mmol) of white product was obtained (60% yield). 

The purity of all the compounds was checked by thin layer 
chromatography. Elemental analysis and 'H-NMR data were 
in accordance with the given structures. 

2,4,7-Trinitrofluoren-9-one (TNF) was obtained from TCI and 
purified by twofold recrystallization from ethyl acetate. 

The H n T m  mixtures were prepared as follows. For each 
mixture, an amount of cu. 50 mg of the corresponding HnT 
was weighed accurately into a glass vessel and dissolved in 
approximately 1 mL of freshly distilled tetrahydrofuran. The 
necessary TNF quantity was added to each mixture as a standard 
solution. The solution was prepared by dissolving cu. 100 mg 
of TNF in 10 mL of freshly distilled tetrahydrofuran. The 
solution was diluted by a factor of 100. Then, 80-800 pL of 
this TNF solution was added to the corresponding HnT solution 
by means of a syringe. The solvent was evaporated at ambient 
conditions while stirring the mixtures. Afterward the samples 
were dried at 50 "C under reduced pressure. 

2.2. Apparatus and Experimental Procedure. For the 
spectroscopic measurements of the organized phases, a few 
milligrams of powder compound was deposited on a quartz flow 
cell heated by means of a water circulator (Haake N2-B); when 
the liquid crystalline phase was formed, a quartz slide was 
pressed on the sample. The temperature at the surface of the 
cell was measured with a contact thermocouple. 

Steady-state absorption spectra were recorded with a Cary 
3E spectrophotometer. Steady-state fluorescence emission and 
excitation spectra were recorded with a SPEX Fluorolog-2 
spectrofluorimeter. Excitation and emission spectra were cor- 
rected. For the organized phases, the exciting beam was 
perpendicular to the surface of the cell and fluorescence was 
collected at an angle of 20" with respect to the incident beam. 
Fluorescence quantum yields were determined using quinine 
sulfate in HC10429 and not triphenylene or dimethyl-POPOP as 
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TABLE 1: Relative Intensities of Some Peaks Appearing in 
the Absorption and Excitation Spectra of H1T in 
Dichloromethane 
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Figure 2. Room temperature absorption and fluorescence spectra of 
H1T in dichloromethane; I,, = 344 nm. 

in ref 12 because we have found that the quantum yields of 
those compounds reported in the literature30 are overestimated. 

Time-resolved fluorescence spectra were recorded by the 
single-photon counting technique. The excitation source was 
the second harmonic of a dye laser (rhodamine 6G) synchro- 
nously pumped by a mode-locked Nd:YAG laser. A Glan- 
Thomson prism, forming an angle of 54.7" with the polarization 
direction of the exciting light (vertical), was positioned in front 
of the monochromator. The detector was either a photomulti- 
plier tube (R928) or a microchannel plate (R1564U Hamamatsu), 
providing an instrumental response function of 800 and 150 ps 
(fwhm), respectively. For the measurements involving liquid 
crystals, fluorescence was collected at a right angle with respect 
to the exciting beam. Reproducible fluorescence decays were 
obtained only at low energy intensities. Otherwise, local heating 
of the sample resulted in decays becoming more and more rapid 
with the irradiation time; if the laser irradiation was stopped 
for a few minutes, the initial long decay was found again. 

2.3. Properties of Hexakis(alky1oxy)triphenylenes. Ab- 
sorption and fluorescence spectra of dilute H1T dichloromethane 
solutions are very structured (Figure 2). Such a rich structure 
may correspond to various electronic transitions and/or to 
vibrational progressions. Both spectra show only very small 
changes with the solvent polarity (spectral shifts < 100 cm-' 
when going from n-heptane to acetonitrile). The fluorescence 
spectra do not depend on the excitation wavelength, and the 
fluorescence decays are well fitted, with a single exponential 
yielding a lifetime rf of 8.5 ns. This means that fluorescence 
originates only from the lowest singlet state. The excitation 
spectrum contains the same peaks as the absorption one but 
with different relative intensities (Table l), revealing the 
presence of various electronic transitions. The quantum yield 
of internal conversion between the corresponding excited states 
is less than one, possibly because of intersystem crossing to 
triplet states.6 The relative intensity of the two lowest energy 
peaks (27 800 and 29 070 cm-') is the same in the absorption 
and excitation spectra. Moreover, the energy difference between 
them is 1270 cm-', corresponding to the aromatic C-H bending 
~ i b r a t i o n . ~ ~  Therefore, it is reasonable to consider that they 

27700 29000 30300 32400 36000 

intensitvin excitation 1.0 1.0 0.8 0.6 0.5 
spectrumtintensity in 
absorption spectrum 

1.2 

1 .o 

0.8 

0)  
0 ' 0.6 e 
?I 
P m 

a b  

wavenumber (cm-') 
Figure 3. Absorption spectra of H5T: (a) dichloromethane solution; 
(b) columnar liquid crystal at 75 "C. 

belong to the same electronic transition SO - SI. The peak 
appearing at 28000 cm-' in the fluorescence spectrum is 
attributed to a hot band. The fluorescence quantum yield & 
determined by excitation at 29 000 cm-' is 0.068. The radiative 
lifetime zrd of the lowest transition, determined as zf/& is 125 
ns. This relatively high value of &d shows that the transition 
SO - S1 is a rather forbidden transition which is in agreement 
with the weak transition moment (0.9 D) evaluated from the 
area for the examined peaks. 

The absorption and fluorescence spectra of HnT (n  = 5 ,  7, 
9) solutions are very similar to those of H1T. All three 
compounds have the same fluorescence lifetime (zf = 7.9 ns in 
dichloromethane). Thus, the presence of long alkyl chains does 
not significantly affect the spectroscopic properties of the 
chromophore in solution. Conversely, molecular organization 
has an influence on the absorption spectra (Figure 3). The 
absorption maximum of the mesophase spectrum is blue-shifted 
by 2000 & 500 cm-' with respect to that of the solution 
spectrum; the error in the determination of the energy shift is 
due to the insufficient optical quality of the samples leading to 
light scattering. Within the spectral resolution of our experi- 
ments, the lower energy peaks of the spectra shown in Figure 
3 appear at the same positions. 

Figure 4 shows the normalized fluorescence spectra of H5T 
in benzene, in its crystalline and columnar liquid crystalline 
phases. Although the spectra are shifted with respect to each 
other, the spectrum profile determined by the vibrational 
structure is practically the same. The fluorescence spectra 
depend neither on the excitation wavelength nor on the lateral 
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Figure 4. Normalized fluorescence spectra of H5T: (- - -) benzene 
solution; (- - -) crystalline phase at 20 "C; (-) columnar liquid crystal 
at 75 "C. I,, = 344 nm. 

chain length, and they peak at 26 180,25 900, and 25 200 cm-', 
respectively, for the solution, the solid phase, and the mesophase. 
It is worth noticing that the fluorescence maximum is tempera- 
ture independent for the crystalline phases while for the 
mesophases it shifts to higher energies upon heating (an 
approximately 300 cm-' shift for a temperature change of 30 
"C). 

The time-resolved fluorescence spectra of HnT (n = 5, 7, 9) 
mesophases do not depend on the time windows used. This is 
in agreement with the behavior of H6T previously reported.12 

The fluorescence decays of the H5T and H7T mesophases 
cannot be fitted by a single exponential while that of H9T 
corresponds to a lifetime of 10 ns. This means that at least the 
first two mesophases contain intrinsic traps which could be 
impurities, structural defects, or oxygen. We have also recorded 
the decay of the fluorescence anisotropy for the HnT meso- 
phases. A rapid depolarization occurring within the time 
resolution of our detection system (150 ps) is observed down 
to 0.1. Then the anisotropy remains constant until the end of 
the fluorescence decay. Energy transfer among chromophores 
having transition moments orthogonal to an axis leads to an 
anisotropy equal to 0.1. This finding suggests that, for the 
examined mesophases which are not oriented, energy transfer 
occurs only within single monodomains. 

2.4. Properties of the HnT/TNF Miutures. The absorption 
spectra of the HnTITNF charge transfer complexes are shown 
in ref 23. Excitation at the CT band did not reveal any 
fluorescence. TNF shows no fluorescence either. Therefore, 
the only fluorescence that can be detected for HnT/TNF mixtures 
is that coming from HnT. However, the HnT fluorescence is 
completely quenched in the CT complexes. Thus, n-heptane 
solutions containing equimolar mixtures of HnT and TNF do 
not fluoresce at all. The same thing happens with the meso- 
phases formed by HnTITNF at molar ratios 1/1 or 3/1. This 
means that TNF is a very efficient trap for the excitation energy 
of HnT. The trapping process proceeds through a rapid electron 
transfer (<30 ps) in the CT complex.32 

We have recorded the fluorescence spectra and fluorescence 
decays of the HnT mesophases containing a small amount of 
TNF (from to 5 x IOp3 molar fraction). The fluorescence 
spectra of these mixtures are identical to the spectra of undoped 
HnT mesophases. Upon increasing TNF concentration, the 
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Figure 5. Fluorescence decays of HnT mesophases at 80 "C: (a) H5T; 
(b) H7T; (c) H9T. TNF molar fraction = 5 x I,, = 295 nm; I,, 
= 400 nm. 

fluorescence intensity decreases and the fluorescence decay 
becomes more rapid. Such a variation becomes noticeable for 
TNF molar fractions of indicating that the intrinsic trap 
concentration is of that order of magnitude. 

Figure 5 shows the dependence of the fluorescence decay on 
the intercolumnar distance. For the same trap concentration, 
the longer the lateral chains, the slower the decay. This may 
be due to intercolumnar energy transfer and/or to a dependence 
of the intracolumnar energy transfer rate on the lateral chain 
length. 

3. Analysis of the Excited States 

In this section we report first the properties of the isolated 
chromophore (section 3.1) and then those of the columnar 
aggregates (section 3.2). Our experimental results have shown 
that the lateral chain length does not significantly affect the 
spectroscopic properties. For this reason and in order to reduce 
the computing time into reasonable limits, the theoretical 
calculations have been carried out for H1T. 

3.1. Isolated Chromophore. After a brief description of 
the procedure (section 3.1.1), we show the properties of the 
first four singlet excited states (section 3.1.2). We also give a 
representation of the electronic density of H1T at a molecular 
level for its ground state and the excited states SI and S4 (section 
3.1.3). Such a representation is necessary for the determination 
of the intermolecular interactions (section 3.2). 

3.1.1. Procedure. Molecular orbital calculations were carried 
out using the CS-JNDO method described in detail elsewhere.33 
The INDO parameters (screening factors for the resonance 
integrals and one-center and two-center integrals) were taken 
from ref 34. The structural parameters of H1T used for the 
calculations are given in Figure 6. These values are deduced 
from the results obtained by X-ray diffraction on triphenylene 
crystals35 which are averaged so that a D3h symmetry is obtained 
for the aromatic core. The six methyloxy groups were assumed 
to be i d e n t i ~ a l . ~ ~  Their orientation with respect to the aromatic 
core is not fixed, since free rotation may take place. Calcula- 
tions carried out for o-dimethyloxybenzene have shown that the 
orientation of the substituents is the result of two antagonistic 
effects: conjugation of the oxygen lone pair with the aromatic 
ring favors conformations where the 0-C bonds of the methoxy 
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Figure 6. Structural parameters of H1T used for quantum chemistry 
calculations. Bold and underlined numbers represent respectively bond 
lengths (in A) and angles (in deg). 

O/CH3 

I 

CH3 a 0, H3C’ O b  

Figure 7. Schematic representation of the planar conformers of H1T 
having a threefold symmetry axis (a-c) and of one planar conformer 
with lower symmetry (a). 

are coplanar with the phenyl group while repulsion between 
the hydrogens of OCH3 and the hydrogen of the aromatic ring 
at the ortho position favors nonplanar  conformation^.^^ NMR 
studies revealed that planar conformations are predominant in 
solution38 whereas in the gas phase out of plane conformations 
are observed.39 Temperature dependent NMR experiments 
performed for the liquid crystalline phase of H6T suggest that 
the 0 -C  bonds of the alkyloxy chains are most probably 
coplanar with the aromatic core.4o For this reason, in the present 
work, we consider planar conformations. In this case, several 
planar conformers are possible depending on the relative 
orientation of two neighboring methyloxy groups. Figure 7 
shows the conformers characterized by a threefold symmetry 
axis (a-c) and one with lower symmetry (a). 

At fiist, configuration interaction (CI) calculations taking into 
account all the singly excited configurations built on the 45 
highest occupied and the 25 lowest virtual molecular orbitals 
(MOs) were performed. Further calculations considering singly, 
doubly, and triply excited configurations in the space of the 
most important n MO (six occupied and six unoccupied) were 

also made. A second-order perturbation treatmedo was not 
carried out because of the large size of the chromophores. 

3.1.2. Excited States. Table 2 shows the properties of the 
four lowest singlet-singlet transitions of H1T having a D3h 
symmetry. All the examined transitions are polarized within 
the aromatic plane. The transitions SO - SI  and SO - S2 are 
symmetry forbidden while both SO - S3 and SO - S4 are 
allowed and degenerate. Rotation of the methyloxy groups is 
expected to affect only slightly the properties of those transitions 
because they involve only z orbitals of the aromatic core. 
Indeed, for the planar conformer d, the transition SO - SI which 
is no more symmetry forbidden is characterized by a weak 
transition moment (0.3 D). For the same reason, the electronic 
transitions of H1T are expected to have the same symmetry as 
those of the unsubstituted triphenylene. Our results obtained 
with doubly and triply excited configurations are in agreement 
with results reported in the literature.42 It is worth-noticing that 
CI with singly excited configurations yield roughly the same 
properties except the symmetry of the two lowest transitions. 
In both cases, the most intense transition is the SO - S4. 

The calculated energy (28 500 cm-’) of the SO - SI  transition 
is close to the experimental value (27 700 cm-’) but the 
experimentally found transition moment (0.9 D) is higher than 
the calculated one for rotamer d (0.3 D). This is not surprising 
since, on the one hand, various rotamers may exist in solution, 
and on the other, our calculations do not take into account the 
vibrational coupling usually reinforcing the oscillator strength. 
The overestimation of the SO - S4 transition energy is probably 
due to the fact that reorganization of the (7 system accompanying 
a n - n* excitation is neglected. Such a reorganization should 
lower the energy of the higher excited states. 

3.1.3. Representation of the Electronic Density. The elec- 
tronic density can be represented by a multipolar distribution 
(charge, dipole, quadrupole, ...) located on each atom. As a 
fiist step, we calculate the net charge borne by each atom in 
the ground state, which is found to be small (Figure 8a). 
Moreover, Figure 8b shows that the SO - Sq electronic transition 
induces only a small charge transfer obeying the D3h symmetry. 
The charge transfer induced by the SO - SI  transition is even 
smaller: the maximum charge difference per atom is 0.01 e. 

The above findings (small net charge borne by each atom 
and small charge transfer induced by the electronic transitions) 
lead to the conclusion that the representation of the electronic 
density only by a charge per atom may be a poor approximation 
for the determination of the electrostatic intermolecular interac- 
tions. In order to improve this representation we determine both 
the net atomic charge and a dipole on each atom X. The 
definition of this dipole originates from the definition of the 
total molecular dipole, p, sum of the electronic and nuclear 
molecular dipoles @e and p ~ ) .  

For the ground state, 141414242...4~l is the self-consistent field 
(SCF) wave function in which each molecular orbital 4i can be 
written as a linear combination of the atomic orbitals (AO) xp. 

4i = Cqxp ( 2 )  
*OP 

is the monoelectronic displacement operator centered at a 
fixed point of the molecule. Within the frame of the INDO 
approximation (only the monocentric integrals kpll&lxq) may 
be different from zero), we get 



1010 J. Phys. Chem., Vol. 99, No. 3, 1995 Markovitsi et al. 

TABLE 2: Properties of the Four Lowest Electronic Singlet Transitions of H1T (Conformer a Characterized by D3h Symmetry; 
Figure 7) with p the Transition Moment 

CI with singly, doubly, 
and triply excited configurations exp values CI with singly excited configurations 

transition symmetry energy, cm-' p (9, z), D symmetry energy, cm-' p (xy, z ) ,  D energy, cm-1 p (9, z), D 
Sn-Si A?' 30 600 (0.0) 28 500 (0. 0) 27 700 (0.9.0) I .  
s o  - s2 A;' 31 400 io; oj 
so - s3 E' 37 OOO (3.0,O) 
so - s 4  E' 39 000 (5.2,O) 

Ai' 
AZI 
E' 
E' 

'"7 a 

Figure 8. Net charge borne by each atom of H1T in its ground state 
(a) and charge transfer induced by the SO - S h  transition (b). Black 
and white disks represent respectively negative and positive charge 
attributed to each atom. The disk area is proportional to the absolute 
charge. 

The monoelectronic operator R, may be separated into two com- 
ponents: the first one R: depends only on the position of the 
atom X while the second re yields the position of the considered 
electron with respect to the position of the atom X. 

p e = 2  C { C <OlpIR:Ixq> + 
atomsX AO&X AO,EX 

i=l.n 

Equation 4 shows that p e  can be expressed by a summation on 
all the atoms of the molecule. 

~ I ,  

33 200 io; oj ca. 30 300 
34 200 (1.3,O) 32 400 (ca. 4.5,O) 
40 200 (7.3,O) 36 000 (ca. 10,O) 

with 

Since Rx does not depend on the position of the electron, the 
term &pIR:Ixs) is different from zero only if the atomic 
orbitals xp and x, are identical. Thus eq 6 can be rewritten as 
the following: 

A C c X  OMO, 

electronic charge contribution (QFRf) 

+ 

elementary dipole (Ax) 

If we take into account the nuclear charge Qi, the total atomic 
dipole px can be expressed as 

(8) pX = (QE - Qe x x  ) R e  + Ax 

So in the multipolar multicentric development, a charge (Qi - 
Q:) and an elementary dipole Ax are attributed to each atom. 
One can understand that it is crucial to take into account 
charge-dipole and dipole-dipole interactions in the evaluation 
of the electrostatic interactions between two molecules. For 
instance, the charge-charge terms represent only a third of the 
electrostatic interaction between two parallel and coaxial 
molecules of H1T separated by 3.6 A. These remarks concern- 
ing the evaluation of electrostatic interactions in a H1T dimer 
also concern interactions between molecules possessing a 
permanent dipole moment. However, in the specific case of 
ionic  chromophore^,^^ the multipolar multicentric development 
can be limited to only a net charge per atom, since the charge- 
charge terms are predominant in the electrostatic interaction. 

In the case of an excited state, the same formal development 
can be made by using natural orbitals and their occupation 
numbers obtained by diagonalization of the first-order density 
matrix. 

3.2. Columnar Aggregates. Our study is focused in 
columnar stacks formed by ten H1T molecules. Information 
concerning the arrangement of the aromatic cores is provided 
by X-ray diffraction measurements: l6 the stacking distance is 
3.6 A, and the aromatic cores are centered and perpendicular 
to the column axis. Concerning the relative orientation of 
molecular disks within the stacks, we have considered an 
helicoidal geometry. The angle between two neighboring 
molecules is 33".43 Since such a helicoidal geometry has only 
a short coherence length, we have also examined stacks in which 
two neighboring molecules are at a relative angle of either +33" 
or -33"; these two angle values are randomly distributed along 
the columnar aggregate. Moreover, in order to get some insight 
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into the role played by the structural defects, we study the 
variation of the diagonal and off-diagonal terms in the matrix 
Hamiltonian corresponding to a dimer formed by two parallel 
and coaxial H1T molecules as a function of their stacking 
distance and their relative orientation. 

The general methodology used in this part of our work is 
described in detail in ref 17. In section 3.2.1 we briefly describe 
the successive stages of investigation followed in the analysis 
of the excited states of columnar aggregates. In section 3.2.2 
we present the formalism we developed for the calculation of 
the coupling between transition moments. Finally, the results 
of our calculations are shown in section 3.2.3. 

3.2.1. General Methodology. The excited states of ag- 
gregates are calculated as a linear combination of the excited 
states localized on each chromophore of the system (excitonic 

The original point of this methodology consists 
of the calculation of the diagonal and off-diagonal terms of the 
Hamiltonian matrix, taking into account the structure and charge 
distribution of each molecule and the precise geometry of the 
aggregate. 

The diagonal terms represent the excitation energy of each 
chromophore within the aggregate. In the manner of solvent 
molecules, the nonexcited molecules of the aggregate may 
stabilize in a different way the ground state and the excited 
state of the considered excited chromophore. Thus, the excita- 
tion energy may be different from that of the isolated molecule 
and differ from one site to the other. In order to determine the 
energetic topography of the aggregate, Le. the excitation energy 
for each site of the aggregate, we calculate the difference 
between two interaction energies: (i) the interaction energy 
between the examined chromophore in its ground state and the 
other molecules of the aggregate and (ii) the interaction energy 
between the examined chromophore in its excited state and the 
other molecules of the aggregate. The intermolecular interac- 
tions are evaluated using the semiempirical Claverie’s model, 
according to which the interaction energy is expressed as a sum 
of the electrostatic, polarization, dispersion, and repulsion 
energies, all calculated by analytical  expression^.^^ Electrostatic 
and polarization terms are calculated by using the net charges 
and the elementary dipoles as previously defined. 

The off-diagonal terms represent the interaction between 
transition moments. This interaction can be approximated by 
the interaction between the two electronic transition dipoles. 
However, such an approximation is inappropriate when the 
interchromophore distance is short compared to the molecular 
dimensions. The extended dipole approximation providing a 
better approach for certain systems4* has been used in the case 
of columnar aggregates of ionic  compound^.'^ In the present 
work, we perform a direct quantum mechanical calculation 
without any further approximations than those of the INDO 
formalism. 

3.2.2. Interaction between Transition Moments. After CI 
of the monoexcited configurations, the wave function of the 
chromophore m in its Sa electronic excited state is expressed as 
a linear combination of all the monoexcited configurations: 
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(9) 

where pim represents an occupied MO and pjm a virtual MO 
of the molecule m. In the same way, the wave function of the 
chromophore n in the s b  electronic excited state is expressed 
as: 

where the SCF molecular orbitals 4 are linear combinations of 
the atomic orbitals x: 

The coupling between the two transition moments is the matrix 
element of the dimer Hamiltonian (m,nolqm,yzb), where the 
dimer wave functions mano and m@b correspond to the excitation 
of the chromophore m in its Sa state and to the excitation of the 
chromophore n in its s b  state, respectively. Since both wave 
functions differ by two molecular orbitals, only the bielectronic 
part of the Hamiltonian has a contribution to the coupling: 

exchange term 

with the following definition of the bielectronic integrals: 

In the INDO formalism, the exchange term is equal to zero and 
the coupling between the two transition moments can be written 
as a linear combination of bicentric bielectronic integrals whose 
calculation is very easy: 

(manOImmOnb) = z k;x;,@:) 
AO,em A O p  

A .  . B .  ,$cpcqcq (14) 
‘ J m  ‘Jn ‘m Jm ‘n  I n  

(imjm) 

In the above treatment, only the monoexcited configurations 
have to be considered because the contribution of the multiex- 
cited configurations to the coupling is equal to zero (matrix 
elements between wave functions differing by more than two 
molecular orbitals). 

The present formalism (eqs 8-13) is an important improve- 
ment in the determination of the interaction between electronic 
transition moments, in particular when the transition is weak. 
The term (map, represents an electronic density associated with 
the transition SO -. S a  (respectively Im,yzb) for SO -. Sb). In the 
same way as for the electronic density of an electronic state 
section 3.1.3, the electronic density associated to a given 
transition can be represented by a multipolar multicentric 
development. Then the matrix element (manolmmmb) cor- 
responds to the electrostatic interaction between two charge 
distributions derived from the wave functions of the ground and 
the excited states using an infinite multipolar multicentric 
development (charge, dipole, quadrupole, ... on each atom). The 
direct quantum mechanical calculation method we propose here 
takes into account the charge-charge, charge-dipole, dipole- 
dipole, dipole-quadrupole, ... interaction terms between all the 
atoms of the chromophore m and those of the chromophore n. 
These terms vary respectively as lIR, 11R *, 11R 3, 11R 4, ... with 
the distance R between pairs of atoms. ?he coupling calculated 
according to the extended dipole approximation model is only 
the sum of four charge-charge electrostatic  interaction^.^^ 
Therefore, in the extended dipole model, the coupling V 
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A monocentric multipolar development is considered in a recent 
publication dealing with the coupling in a naphthalene dimer.49 
In that paper, the transition moment is assimilated to a dipole, 
quadrupole, octopole, ... located on the center of the molecule 
(and not on each atom as in the present work) and it is shown 
that higher order terms (dipole-octopole, octopole-octopole, 
...) have an important contribution in the electronic coupling. 

3.2.3. Results and Discussion. Figure 9 shows the energetic 
topography of a helicoidal columnar stack formed by ten H1T 
molecules for the SO - SI and SO - S4 transitions. It illustrates 
the perturbation of the transition energies of each chromophore 
due to its environment. We can make two main remarks. (I) 
Edge effects are observed but the difference in the excitation 
energy between edge and central sites and the difference 
between the excitation energies of the isolated molecule and 
the molecules within the aggregates are smaller than 70 and 
130 cm-' for SO - SI and SO - Sd, respectively. In the 
temperature domain in which the HnT mesophases are thermo- 
dynamically stable, the Boltzmann factor is ca. 250 cm-'. 
Therefore, at these temperatures, all the molecules of the stack 
are expected to have the same excitation energy. (11) In spite 
of the non-centrosymmetric geometry of the aggregate, its 
energetic topography is completely symmetric. Moreover, we 
have found that the topography does not depend on the relative 
orientation of the molecules within the columnar stack. 

These remarks show that the energetic topography of the H1T 
stacks has completely different features than that of the stacks 
formed by triaryl pyrylium salts.17 In the latter case, the 
excitation energy is very different from that of the isolated 
chromophores and it is quite sensitive to the chromophore 
orientation around the column axis. Such a difference is due 
to the fact that the charge transfer induced by the examined 
electronic transitions is very big for triaryl pyrylium cations 
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Figure 10. Distance dependence of the interaction energy between 
two transition moments V of two parallel and coaxial H1T molecules 
with a relative 33' angle between them. The arrows denote the coupling 
at 3.6 8, corresponding to the stacking distance in the columnar 
mesophases of HnT. 

while it is very weak for H1T (section 3.1.3). The weak charge 
transfer in the hexakis(alky1oxy)triphenylenes has a further con- 
sequence: the perturbation of the excitation energy induced by 
structural defects in the mesophase will be smaller than the 
Boltzmann factor corresponding to the temperature domain of 
the HnT liquid crystals, and therefore, all the molecules will 
be energetically equivalent. The above finding of our theoretical 
calculations is in agreement with the time-resolved fluorescence 
spectra of the HnT mesophases recorded following laser 
excitation. Indeed, when the time window of the observation 
is varied, no spectral diffusion of the fluorescence is observed. 
Contrary to HnT mesophases, columnar liquid crystals of triaryl 
pyrylium salts show strong spectral diffusion of the fluores- 
cence.I8 

We have calculated the interaction V between the transition 
moments of two coaxial and parallel HIT molecules. We have 
considered the conformer d and not the conformers characterized 
by a threefold symmetry axis because the latter have zero 
oscillator strength for the two lowest singlet transitions. Figure 
10 shows the variation of Vas a function of the stacking distance 
R for SO - S4 and SO - SI. At long distances (R > 25 A), the 
well-known 1/R3 dependence is found for both transitions. 
Conversely, at short distances, the coupling is quite different 
from what is predicted by the dipole-dipole model. Moreover, 
at short distances the interactions corresponding to SO - S4 and 
SO - S1 exhibit different behaviors. 

The SO - S4 transition has a strong dipole moment (5.3 D), 
and therefore, the first two terms of the multipolar development 
(charge and dipole) attributed to each atom are expected to play 
a predominant role in the estimation of the coupling, even at 
relatively short distances. Indeed, we have found that, at 
distances of 3-4 A, the coupling is equivalent to a charge- 
charge interaction (1/R dependence). In this case, the extended 
dipole model provides a good evaluation of the coupling. SO - S3 shows exactly the same behavior as SO - S4. 
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Conversely to SO - S4 and SO - S3, SO - S2 and SO - S1 

are weak dipolar transitions having transition moments 0.4 and 
0.3 D, respectively. Consequently, the other terms (quadrupole, 
octopole, ...) in the multipolar development cannot be neglected 
in the calculation of the interaction at short distances. For SO - SI, we have found that, at 3-4 A, the coupling is equivalent 
to a quadrupole-quadrupole or dipole-octopole (1/R depen- 
dence). In the case of SO - SZ, a charge-dipole term seems 
(1/R dependence) to be important. This means that the 
extended dipole model is not valid for those weak transitions. 
We should emphasize that the present statement concerns only 
the electronic coupling of the conformer d. 

The curve shown in Figure 10 can be fitted with the empirical 
formula: 
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4. Monte Carlo Simulations 

We have seen in the previous section that, for two neighboring 
molecules in the HnT mesophases, the coupling corresponding 
to the So - S1 transition (experimental value, 10 cm-’; 
theoretical value, 18 cm-’) is much weaker than the Boltzmann 
factor (250 cm-l at 80 “C). Therefore, it is reasonable to model 
excitation transfer on the basis of a hopping mechanism. 

In this section we present fiist the general procedure followed 
in the Monte Carlo simulations (section 4.1). We discuss the 
distance and angle dependence of the hopping probability 
(section 4.2), which determines the temporal and spatial 
evolution of the excitation in the columnar mesophases. In 
section 4.3 we show the values of the hopping time obtained 
by fitting the experimental decay curves with the simulated ones 
using various models; the coupling deduced from the hopping 
time is compared to the coupling determined in section 3. 

4.1. General Procedure. The fluorescence decay curves 
are simulated by calculating the survival probability of the 
excitation characterized by a lifetime zf and performing a 
random walk on a three-dimensional lattice containing traps. 

The lattice consists of lo6 sites and has the main geometrical 
features of the columnar mesophases. In the z direction, the 
sites are at a distance of 3.6 A and their number, corresponding 
to the column length, is varied from 50 to 3000. In the xy plane 
the sites form a hexagonal lattice, the distance between 
neighboring sites being 20.2, 22.6, and 24.3 A, corresponding 
to H5T, H7T, and H9T, respectively. 

The sites are designated as hosts (HnT molecules) or traps 
(TNF molecules). The traps are always in much lower 
concentration than the host sites, and they are randomly 
distributed among the hosts. For the calculation of each 
simulated decay, the trap concentration is given the value xtr = 
x m  + xinn, where x m  and xint, are respectively the TNF and 
the intrinsic trap concentration of the corresponding experi- 
mental decay. On the basis of our experimental observations, 
xint, is taken to be equal to lop3. 

The “particles”, corresponding to excitations localized on 
individual molecules, are randomly placed on the lattice, and 
they hop from site to site according to the following pattern. 
Along the z direction, long-distance hops until the eighth 
neighbor (eight above and eight below) may take place. In the 
xy plane only hops to the six nearest neighbors (nearest columns) 
are allowed. For intercolumnar jumps, the particle also may 
hop in the z direction eight sites above or eight sites below its 
initial xy plane. Cyclic boundary conditions are used in the x 
and y directions; in the z direction, both cyclic boundary and 
reflecting boundary conditions are realized. The hopping 
probability to a distance R is given by a function p,(R) for sites 
located in the same column and by p,(R) for sites located in 
neighboring columns. When a particle reaches a trap site, its 
motion stops. 

The total number of steps made by one “particle” is recorded. 
This is considered as one run. A large number of independent 
runs is performed, typically lo5. In this way we obtain a 
histogram of all runs, yielding the survival probability. The 
abscissa corresponds to the number of steps, and the ordinate, 
to the number of runs that did not result in trapping (survived 
“particles”) at each step. By using the hopping time th, Le. the 
reciprocal of hopping frequency, as a fitting parameter, we can 
convert the number of steps to real time. Then, this curve is 
convoluted with the instrumental response function and multi- 
plied by exp(-t/zf). Practically th is varied in order to obtain a 
good fitting between the experimental and the simulated decay 
curves. 

VR = c [ i  - exp(-aRb)l COS e 
where a = 0.07, b = 1.18, and C is a constant. Equation 15 is 
approximately valid for all relative orientations of the molecules 
in the dimer for both SO - S4 and SO - S3. We must stress 
that the distance dependence of the coupling calculated for SO - S2 is not the same as that calculated for SO - SI. Moreover, 
for those transitions, a strong dependence of the coupling with 
the angle 8, not proportional to cos 8, is found. Consequently, 
it has not been possible to deduce a simple analytical formula 
as in eq 15. 

Figure 10 shows that, at 3.6 A, which is the distance between 
two neighboring molecules in the mesophases, the coupling V 
is 700 and 18 cm-’ for SO - S4 and SO - SI, respectively. In 
the first case, Vis larger than the Boltzmann factor (250 cm-l), 
while in the latter it is smaller. Consequently, coherent 
excitations are expected for SO - S4, and localized ones, for SO - Sl. 

We have calculated the properties of the eigenstates of a H1T 
decamer corresponding to the transition SO - S4. SO - S4 is a 
degenerate transition, and therefore, its two components, polar- 
ized in the plane of the triphenylene core and orthogonal to 
each other, are taken into account as two independent transitions 
in the excitonic matrix. Moreover, we take into account all 
the off-diagonal terms and not only those corresponding to 
nearest neighbors. We have considered both a helicoidal 
geometry and that of randomly oriented disks (8i = f33” ;  
Figure 9). In both cases we have found that the oscillator 
strength mainly arises from the two upper eigenstates which 
are degenerate; the lower eigenstates have very low but non- 
zero oscillator strength (f< 0,001). The shift of the absorption 
maximum with respect to the corresponding peak of the isolated 
molecule is 1364 and 1377 cm-l, respectively, for the helicoidal 
stack and the stack with randomly oriented molecules. These 
values are of the same order of magnitude as the experimentally 
determined shift (2000 f 500 cm-l; Figure 3). 

Finally, it is interesting to compare the values of the coupling 
calculated through quantum mechanical calculations for the 
conformer d of H1T to some experimental evaluation. It is 
possible to obtain such an evaluation by comparing the 
absorption spectrum of H5T solutions to that of its mesophase 
(Figure 3). Knowing that the excitonic shift AE is twice the 
coupling, we deduce that V(So4S4) = 1000 f 250 cm-’. 
Moreover, considering that the transition moment of SO - S1 

is about ten times smaller than that of SO - S4 (Table 2) and 
that the coupling is proportional to the square of the transition 
moment (dipolar interactions), we have V(So-Sl) = 10 cm-’. 
The values of both V(So-S4) and V(So-Sl) are of the same 
order of magnitude as those determined theoretically (700 and 
18 cm-l). 
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Figure 11. Illustration of the angles between transition moments 
involved in intercolumnar hops. 

The fluorescence lifetime used in the simulations is 12.4 ns, 
determined for H6T in a liquid crystalline solvent.6 

4.2. Probability of Hopping. A crucial point in the present 
analysis is the definition of the functions p,(R) and p,(R). The 
probability of hopping is proportional to the square of the 
interaction energy between transition moments. Our quantum 
chemical calculations have shown that the distance and angle 
dependence of the coupling greatly depends on the strength of 
the transition (section 3.2.2). The SO - S1 transition moment 
experimentally determined for HnT (0.9 D), although weak, is 
three times bigger than that calculated (0.3 D) for conformer d 
(Figure 5). Consequently, the calculated distance and angle 
dependence of the coupling may not be realistic. For this reason, 
we test four different models, three of them corresponding to 
dipolar interactions between nearest neighbors while the fourth 
one corresponds to multipolar interactions. 

As a first approximation, widely used in energy transfer 
studies, we consider a 1/R6 dependence for the hopping 
probability, leading to p,(R) = p,(R) = K/R 6 ,  where K is a 
constant. In this approximation, molecules are assimilated to 
simple points on the lattice. 

At a second step, we maintain the same distance dependence 
but we take into account the relative orientation of the transition 
moments. Now the molecules correspond to vectors located 
on the lattice sites. In this case, the hopping probability between 
two sites within the same column is equal to (KIR 6)(cos a)*, 
where a is the angle between the corresponding transition 
moments. It must be stressed that, for the SO - S1 transition, 
the angle a is not the same as the angle 8 formed between two 
neigbouring molecules as defined in Figure 9. One reason is 
that the polarization of this weak electronic transition depends 
on the conformation of the six alkyloxy groups. Secondly, the 
electronic coupling involves vibronic modes which have various 
orientations. Therefore, we have considered that the transition 
moments are randomly distributed around the column axis. 
Consequently, the fitting parameter th corresponds to an average 
value of the hopping probability to the nearest neighbor in the 
same column: p,(R) = K/2R 6. In order to determine p,(R), 
we must take into account the fact that there is no correlation 
between the orientation of the chromophores located in different 
columns. Knowing that the coupling between two coplanar 
transition moments is given by the formula:50 

1/K 
R 

V(R,a,,a,) = ~ ( 2  cos a, cos a, - sin a, sin a,) (16) 

where the angles al and a2 are defined in Figure 1 1 ;  the 
intercolumnar hopping probability in the xy plane is 

K(2 cos a, cos a, - sin a, sin a,)2 
(17) 

R 6  
p(R,a,,cc2) = 

By taking the average of p(R,al,a2) over all the angles al and 
a2, we find: 

7 K  
4 R 6  

P,(R) = - - 

Since d << D, we can assume that eq 18,  derived for coplanar 
chromophores, is approximately valid for intercolumnar hopping 
to molecules located not too far from the xy plane Figure 11. 

In a third series of simulations, we assume that the extended 
dipole approximation is valid. Then, using eq 15 and taking 
into account the chromophore orientation as described above, 
we have p,(R) = K[l  - exp(-aR b)]2/2R and p,(R) = 7K[1 
- exp(-aR b)]2/4R 6 .  

Finally, in order to simulate strong nearest neighbor coupling 
in which multipolar interactions are predominant, we take pz-  
(R)  = K/2R lo; for intercolumnar hops dipolar interactions are 
considered (p,(R) = 7K/4R 6 ) .  

4.3. Results and Discussion. All the experimental fluores- 
cence decay curves can be fitted relatively well with the 
simulated ones when the hopping probability used in the 
calculations corresponds to dipolar interactions, either according 
to the oversimplified pattern or to the more sophisticated ones 
(Figures 12 and 13). Conversely, it is impossible to obtain any 
acceptable fit for multipolar intracolumnar interactions (p,(R) 
= K/2R lo) and dipolar intercolumnar ones (p,(R) = 7K/4R 6 ) ;  
in this case the simulated curves decay always more rapidly 
than the experimental ones. 

Tables 3-5 show the values of the hopping time, giving the 
best fit for the three models corresponding to dipolar interac- 
tions. We can remark that the more simplified the model used 
the smaller the hopping time determined through the fitting 
procedure. Thus, if the molecules are considered as simple 
points on a three-dimensional lattice, the hopping time values 
are found to be more than 1 order of magnitude smaller (Table 
3) than those determined by taking into account molecular 
orientation and molecular dimensions (Table 5). 

We have also checked the influence of the column length 
(number of sites in the z axis) used in the simulations on the 
determined value of the hopping time. Figure 14 shows that 
the shorter the column length, the smaller the value, yielding 
the best fit between experimental and simulated decay curves. 
This dependence reaches a plateau when more than 500 sites 
are considered in the z direction. In the HnT mesophases the 
column length is polydisperse. It depends on the heat treatment 
and most probably differs from one sample to the other. The 
fact that the experimental decays are reproducible indicates that 
the number of molecules involved in the energy transfer process 
per column is at least 500. 

Another interesting remark concerns the difference in the 
hopping time determined for H5T, H7T, and H9T: the longer 
the lateral chain lengths, the bigger the hopping time. This 
dependence is true for all three pairs of p,(R) and p,(R) 
functions used and cannot be due to a variation of the column 
length. A similar result has been reported previously for the 
triplet transfer in the liquid crystalline phases of metal-free 
phthalocyanines: the hopping time was found to be 7.4 or 66 
ps when the macrocycles are substituted by eight dodecyl or 
eight octadecyl chains, respectively, indicating that when the 
liquid part of the material increases, the energy transfer becomes 
less efficient." However, such a statement must be considered 
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Figure 12. Fitting of experimental fluorescence decays recorded for 
the H5T mesophases with the simulated ones. Experimental condi- 
tions: TNF molar fraction (a) 5 x (b) 2 x (c) (d) 0; 
I, ,  = 295 nm; I,, = 400 nm; T = 80 "C. Simulation parameters: 
fluorescence lifetime, 12.4 ns; intrinsic trap concentration, column 
length, lo00 sites; hopping probability, varies with the distance as (I) 
p,(R) = p,(R) = 1/R or (11) p,(R) = K/2R and p,(R) = 7K/4R 6 .  

The experimental curves are the noisy ones. 
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Figure 13. Fitting of experimental fluorescence decays recorded for 
the H5T (I) and H7T (11) mesophases with the simulated ones. 
Experimental conditions: TNF molar fraction (a) 5 x (b) 2 x 

(c) (d) 0; I,, = 295 nm; I," = 400 nm; T = 80 "C. 
Simulation parameters: fluorescence lifetime, 12.4 ns; intrinsic trap 
concentration, column length, 1000 sites; hopping probability, 
varies with the distance as p,(R) = [l - exp(-aRb)lZK/2R and p,(R) 
= 7K[1 - exp(-aRb)12/4R (a = 0.07 and b = 1.18). The experimental 
curves are the noisy ones. The fits obtained for H9T are of the same 
quality as those of H7T. 

TABLE 3: Hopping Time Values (ps) Determined by Fitting 
the Experimental Fluorescence Decay Curves with the 
Simulated One9 

with caution. As a matter of fact, the lattice used in the 
simulations is static while real systems are not. Lateral diffusion 
of the chromophores in the H5T mesophases occurs even in 
the nanosecond time scale.40 When the length of the six side 
chains increases, molecular motion is expected to become 
slower. This could explain why the fits obtained for H7T and 
H9T are better than those of H5T (Figure 13). 

The hopping time determined by means of Monte Carlo 
simulations corresponds to a hopping frequency l/tf,, which is 
related to the coupling V through Fermi's golden rule: 

TNF molar fraction H5T H7T H9T 
0 0.03 0.05 0.06 
10-3 0.03 0.07 0.20 
2 x 10-3 0.04 0.07 0.12 
5 x 10-3 0.05 0.12 0.16 

Simulation parameters: hopping probability, varies with the 
distance as 1/R 6; fluorescence lifetime, 12.4 ns; intrinsic trap concentra- 
tion, column length, 1000 sites. 

either experimentally (10 cm-') or via quantum mechanical 
calculations (18 cm-'). When the model used in simulations 
is the one corresponding to the extended dipole approximation 
and molecular orientation is taken into account, the values of 
the coupling determined for H5T, H7T, and H9T are 18, 13, 
and 11 cm-', respectively. 

yo is the coupling between the chromophore and its thermal 
bath and can be approximated by the Boltzmann factor kT.51 
Table 6 shows the values of V deduced from the average values 
of hopping time determined according to the three models tested 
in the simulations. It can be seen that the more sophisticated 
the model, the closer the coupling values to those determined 
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TABLE 4: Hopping Time Values (ps) Determined by Fitting 
the Experimental Fluorescence Decay Curves with the 
Simulated One# 

Markovitsi et al. 

The SO - S1 transition is forbidden for chromophores having a 
threefold symmetry axis, but it becomes weakly allowed because 
of the alkoxy groups rotation and the vibronic coupling. The 
coupling between transition moments of two neighboring 
molecules in the same column, calculated according to the INDO 
formalism, is 700 and 18 cm-I for SO - Sq and SO - SI, 
respectively; the corresponding values evaluated from the 
experimental absorption spectra are 1000 f 250 and 10 cm-'. 
Thus, at the temperature domain of the mesophases, the SO - 
S4 transition corresponds to delocalized excited states while SO - S1 corresponds to localized ones. Moreover, calculation of 
intermolecular interactions shows that, in the liquid crystals, 
all the molecules, even those corresponding to structural defects, 
have the same excitation energy. Consequently no spectral 
diffusion of the fluorescence is expected, in agreement with the 
time-resolved emission spectra. 

Energy transfer in the columnar mesophases is investigated 
by studying the fluorescence decays of mesophases doped with 
energy traps. The trap used is 2,4,7-trinitrofluoren-9-one (TNF), 
forming charge transfer complexes with HnT. Upon increasing 
the TNF concentration, the HnT fluorescence decays become 
more rapid; this variation depends on the lateral side chain 
length. 

The analysis of the fluorescence decays is made by means 
of Monte Carlo simulations on the basis of a hopping mecha- 
nism, taking into account both intracolumnar and intercolumnar 
jumps and using four different models for the distance depen- 
dence of the hopping probability. When multipolar interactions 
are assumed within the column, no acceptable fit is obtained 
between experimental and simulated decay curves. Conversely, 
for dipolar interactions, the fits are relatively good and the 
hopping time is determined through the fitting procedure. It is 
shown that the more simplified the model used in the simulations 
the smaller the hopping time and, consequently, the bigger the 
coupling between nearest neighbors. As a matter of fact, if the 
molecules are considered as simple points, the hopping time 
values are found to be more than one order of magnitude smaller 
than those determined by taking into account molecular orienta- 
tion and molecular dimensions. In the latter case (extended 
dipole approximation) the coupling values deduced from the 
hopping time are very close to those determined either experi- 
mentally or via quantum mechanical calculations. 

In the analysis of both the excited states and the energy 
transfer, we have assumed that chromophores are static: all 
molecular vibrations and movements are neglected. The influ- 
ence of these factors can be experimentally investigated by 
comparing the properties of columnar liquid crystals to those 
of the columnar glassy states where molecular movements are 
inhibited while the geometrical features of the organized system 
remain the same. Such a comparative study, carried out for 
other triphenylene derivatives than those studied in the present 
work, is now in progress. 
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